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The objective of this paper is to provide a new simulator framework for
mobile WSN that emulate a sensor node at a laptop i.e. the laptop will
model and replace a sensor node within a network. This platform can
implement different WSN routing protocols to simulate and validate
new developed protocols in terms of energy consumption, loss packets
rate, delivery ratio, mobility support, connectivity and exchanged
messages number in real time. To evaluate the performance of
Mobi-Sim, we implement into it two popular protocols (LEACH-M and
LEACH sink-mobile) and compare its results to TOSSIM. Then, we
propose another routing protocol based on clustering that we compare
it to LEACH-M.
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1 Introduction

Wireless sensors networks represent a very interesting
multidisciplinary field providing tremendous bene-
fit for a number of domains in daily life. It is com-
pounded by a set of sensor nodes characterized by a
low-energy consumption in both hardware and soft-
ware to maximize the network lifetime [1-2]. These
characteristics make WSN suitable to be used in sev-
eral applications like military, domotic, health, en-
vironment... In spite of its various usage in numer-
ous applications, WSN confronts many issues like en-
ergy, self-organization, sensors localization, fault tol-
erance, security, mobility(since many applications re-
quire the presence of mobile entities in the network)
[3]. So, WSNs field is under rigorous research to de-
velop new algorithms, techniques and protocols to
make more efficient and reliable the mobile WSN. In
fact, nodes are often expected to operate for long peri-
ods of time. So, the design of protocols for mobile sen-
sors network requires adequate methods for efficient
data routing and minimal energy consumption. Then,
researchers need to test and validate their proposed
approaches before their implementation in a real sys-
tem. So, simulation is the common way used by re-

searchers to test and validate their developed proto-
types in various forms (energy, connectivity, QoS ...)
before any implementation. There are many simula-
tion tools, out of which they are dedicated towards
traditional networks and just have been adapted to be
used with WSN, other support only fixed nodes in the
network and are unable to model mobile nodes be-
havior. Therefore, implementing new protocols un-
der these simulators is often difficult and they cannot
model all the required performance criteria (energy,
loss packets rate, connectivity ...).

This paper presents a new simulator ’Mobi-Sim’
that emulate a sensor node at a laptop in order to
study the dynamic behavior of mobile nodes in real
time without any scenario for mobile sensors move-
ment programmed in advance. In fact, each laptop
running the Mobi-Sim application can replace a node
and behave as a sensor within a network. We can
imagine that this ambition poses very difficult prob-
lems to solve at all levels in a surveillance system:

• The exchange of data in the network,

• The routing algorithms process,

• Battery level monitoring in real time,
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• The system reliability in terms of connectivity
between moving nodes

To evaluate the performance of Mobi-Sim, we
implement into it two popular routing protocols
(LEACH-M and LEACH sink-mobile) to compare its
result with those obtained by TOSSIM. In fact, in the
previous work [4], we just implemented and tested the
flooding protocol into our proposed simulator.

On the other hand, since many applications re-
quire the presence of mobile entities and nodes are
often expected to operate for long periods, new chal-
lenges for WSN management are envisaged. So, the
design of new routing protocols adequate for mobile
sensor networks is very demanded. For this reason,
we describe in this paper a new routing protocol based
on clustering that supports mobility. We validate it by
the developed Mobi-Sim simulator because the exist-
ing simulators do not model all the required perfor-
mance criteria (energy + loss packets rate + connec-
tivity + number of events).

2 Simulation Tools

In this section, we present an overview of the existing
simulators for both real and non real time systems to
find out their limits and their problems. These simu-
lators are discussed according to different scales: net-
work deployment & planning, data routing and per-
formance metrics.
To overcome these simulator’s limits, we propose a
new simulator ”Mobi-Sim” which answer at all ex-
pectations and all requirements of researchers and
designers. Notice that protocol engineering requires
an unavoidable phase which is the evaluation of the
new developed protocols [5]. Several tools are offered
for researchers and designers, each has its advantages,
but also its disadvantages.

• Ptolemy II addresses the modeling, simulation
and design of real time embedded systems. It
offers different models of simulation paradigms
such continuous time, data flow and discrete
events. It is based on java packages. But, this
simulator implies some limits in terms of scala-
bility issues. In fact, simulation of several nodes
remains a challenging problem [6].

• IDEA is a systemC simulator for WSN. It im-
plements a power module for energy consump-
tion modelisation. It can also model the delivery
packet rate and transmission latency. But, it fails
to simulate mobile sensor nodes in the network
[7-8].

• True Time toolbox is a Matlab library dedicated
to real-time system. It is a simulation tool for
WSN. It proves its ability and flexibility to sup-
port different physical layers. It also provides
a graphical environment that make easy the de-
signing and the implementation of a variety of
sytems. But, in this simulation tool the step

from simulation to production code is not large.
Therefore, execution of experiments is time con-
suming [9-10].

• MULE is an hybrid simulator. It performs the
execution of events in real time where physi-
cal motes are connected to PC. This simulator is
dedicated for fixed WSN and cannot model mo-
bile sensors behaviour. Therefore, this tool does
not offer a graphical user interface [6].

• COOJA is a simulator mainly developed for
wireless networks. It is useful when simulating
sensors which are running the Contiki Operat-
ing System . COOJA is a cross-layer simulator.
It operates at three abstraction levels. The net-
working level is the highest one, at which rout-
ing protocols can be implemented by users. The
developed program code which is tested at the
operating system level on COOJA could be run
directly on Contiki OS without modifications.
The third level is the machine code instruction.
In this level, the emulation is done at a bit level
[9]. Simulated sensor nodes can be from dif-
ferent type in terms of hardware and software
aspects including sensors which don’t use the
Contiki operating system. But, it has some dis-
advantages. First, each node is simulated solely
at one of the supported level. Second, cross-
layer behavior exhibits increased granularity in
simulation outcomes which is not available with
TOSSIM [9-10]. Third, due to its extensibility,
COOJA has relatively low efficiency. Therefore,
it Supports a limited number of simultaneous
node types, so it has to be restarted if this num-
ber exceeds the limit.

• SENSE is a discrete event simulator written
in C++, written in CompC++ (an extension to
C++). SENSE has modules for battery mod-
els, MAC Layer protocols, application, network
and physical layer models. It also includes a
set of SSR Protocols such as Self-Selective Rout-
ing (SSR), Self-Healing Routing (SHR) and Self-
Selective Reliable Path (SRP). The iNSpect tool
is used by SENSE to allow simulation visual-
ization in order to analyze the simulation out-
put and perform simulation animation showing
message flows [11-12]. SENSE can be modified
easily and is fast compared to NS-2. But, the
need for direct integration into developed appli-
cations makes the use of NS-2 and SENSE un-
wanted. Therefore, SENSE don’t support mo-
bile nodes and cannot model mobility behavior
of sensor nodes.

• TOSSIM is a TinyOS simulator. TinyOS is a
sensor-based network operating system [13].It
allows to simulate the sensor behavior (send-
ing/receiving messages, information processing,
...) within a WSN. The TinyOS execution mode
is directed by events and is adapted to dis-
crete events simulator. However, TOSSIM did
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not allow the execution of more than one ap-
plication on the network and to estimate im-
portant behaviors including CPU and energy
characteristics[14-15]. An extension of TOSSIM
called PowerTOSSIM is added to model the en-
ergy consumption [16]. For the consumption
values, the designers relied on the Mica2 type
nodes. The designers relied on the different
components consumption in a node according to
their states. So, it is necessary to know the state
of each component in a node during the simula-
tion. Thanks to the simulation model based on
TinyOS, the components state is known immedi-
ately since their changes correspond to events in
TinyOS and thus in TOSSIM. However, several
components in a sensor node are sometimes ab-
stracted in TOSSIM by a single component [6].
Therefore, this tool does not offer an ergonomic
user interface and does not support the mobility
of nodes.

• OMNet++ is a discrete simulator implemented
in C ++. Getting started with this simulator
is quite simple thanks to a clear design of the
simulator. It also provides a powerful graphical
user interface for debug animation and manage-
ment. In addition, a framework for mobility has
been added and it can be used to model WSNs.
However, there is a serious lack of available pro-
tocols in the library compared to other simula-
tors such as NS-2. On the other hand, there is a
compatibility problem because researchers de-
velop their problems separately which make its
combination difficult and may lead a high num-
ber of bugs [14].

• NS-2 is a discrete event simulator. NS-2 pro-
poses four levels of abstraction which allow to
adapt this simulator to different interests. In-
deed, some will want low-level information,
for example to study the effect of radio sig-
nals propagation in an environment while oth-
ers study routing protocols and only need in-
formation at the network level. NS-2 was orig-
inally intended for wired networks, which cer-
tainly explains the simplicity of the radio prop-
agation models in this simulator. Despite the
different levels of abstraction, NS-2 is mainly
used by researchers who are interested in rout-
ing protocols and/or medium access protocols.
The open source NS-2 code allows each one to
add his stone to the building. NS-2 research re-
mains a very used simulator. However, the sim-
ulation is not real time; It is considered virtual.
Therefore, it is used to simulate traditional net-
works and it is not targeted to WSN which make
it behave differently than WSNs. In fact, packets
format, MAC protocols, energy models and the
sensing hardware are not the same with those
found in most sensors. Another problem is the
tracing system. In fact, it has a poor graphi-
cal support i.e. without GUI. So, users have to

manipulate text commands of the electronic de-
vices [11]. The same for NS-3, it does not pro-
vide any graphical tool for analyzing or visual-
izing network simulation. Therefore, although
the NS3 models are written in C++ like NS2, the
NS2 models are not compatible to thus of NS3
and including them into a NS3 simulation is not
possible [5].

• J-Sim has been developed in Java. It offers a
framework for WSN simulation built on ACA,
INET and Wireless protocol stack. It encom-
passes the following components:

1. Sink, Sensor and target Nodes.

2. Sensor Channels and Wireless Communi-
cation channels

3. Physical media such as Seismic channels,
mobility models and power models.

J-sim implements three WSNs protocols: Local-
ization, Geographic Routing and Directed Diffu-
sion. The design of J-sim makes difficult adding
new protocols or node components to users be-
cause it was not originally dedicated for WSNs.
Therefore, the execution time is much greater
than thus of NS-2 [6].

As discussed below, a large number of network
simulators are available. But, they present several
drawbacks in term of network deployment, data rout-
ing and performance metrics. First, in some simula-
tors the user must manipulate command lines to plan
its network and define its architecture. Indeed, He
must resort to deploy sensor nodes one by one which
is painful for the large scale networks. On the other
hand, the architecture of a mobile network is likely to
change over time since nodes can change their posi-
tions. This may not be applied because the simulator
takes as input a topology file describing the network
architecture which remains the same throughout the
simulation. In terms of scalability, several simulators
support a limited number of simultaneous node i.e.
small networks and cannot simulate a large network.
Second, for data routing, the majority of simulators
have low efficiency in term of extensibility. In fact,
they present a difficulty to add new protocols or node
components within this simulator. It is also very dif-
ficult to visualize all the exchanges between sensors
composing the network. Finally, among the existing
simulators cited below, there isn’t a complete simu-
lator and they fail to model all the required perfor-
mance metrics needed by a designer to validate its
data routing protocol in a mobile WSN.

As conclusion, practical issues such as mobility
modeling , energy modeling, loss packets rate mod-
eling, sensors network specific models, large scale
network support, real time simulation, real system
implementation, extensibility to add new protocols,
graphical display to see simulation parameters,... are
important way to be found in a developed simulator.
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3 Proposed simulator: Mobi-Sim

In its most general sense, the term ”system” refers to
a set of real or abstract units that interact to serve a
common purpose. Modeling is used to create mod-
els for each element in the system environment in or-
der to interpret an experiment as well as to predict
how the system evolves and how it behaves in a given
situation. This modeling serves to validate an oper-
ation by simulation and to refine the specifications
[4]. Indeed, modeling and simulation have seen an
unprecedented progress in various sectors of indus-
trial engineering for the design of new systems in or-
der to study their characteristics as widely as possible,
which increasingly encourages methods for the devel-
opment of modeling and simulation tools.

Indeed, according to the existing simulators limi-
tations, presented in the previous section, mainly be-
cause they don’t support the presence of mobile nodes
in a network, do not model all the performance met-
rics intended by a designer to validate his new ap-
proach, present a difficulty for users to implement
their new protocols, do not offer real-time simula-
tion and the simulation in others does not model a
real sensor... So, to accelerate the design process, a
complete-fast and powerful simulation environment
that meets all these requirements may be essential for
the designers.

In this context, we are interested to ”monitoring
systems” based on a mobile Wireless Sensors Net-
work. The main idea of our Mobi-Sim simulator is
to emulate a sensor node on a laptop. Indeed, a lap-
top will react (with the components that surround it
in its environment) as a sensor. The proposed testbed,
launching a simulation, is shown in Figure 1.

Figure 1: Proposed testbed

Our simulation system is able to get closer to the re-
ality of things, to reproduce the behavior of the ele-
ments which belong the network in real time, to simu-
late a network containing fixed nodes only, to simulate
a network containing mobile nodes and to simulate a
hybrid network (consisting of fixed & mobile nodes).
It is dedicated for a mobile wireless sensors network
to deploy a large number of laptops as mobile nodes.
Therefore, it has an efficient extensibility to easily in-
tegrate new routing protocols and it presents a generic
platform to implement any routing protocol. In fact, a
laptop including Mobi-Sim will replace a sensor node
that can executes any existing algorithm in its mem-
ory. For the performance metrics, Mobi-Sim presents

a set of performance criteria for a routing protocol
namely the energy consumption, the delivery pack-
ets rate, nodes connectivity and packets loss rate. The
Mobi-Sim characteristics are detailed in the next sec-
tion.

3.1 Mobi-Sim development environment

Mobi-Sim template is a complete working project em-
ulating a sensor node behavior in a WSN on a laptop.
This sensor may be a stationary node operating either
in a fixed network or in a hybrid network (contain-
ing both fixed and mobile sensors); as well as it may
be a mobile node communicating by wireless means.
This application is developed with an ergonomic in-
terface that help users, specially for novices, to simu-
late and validate their proposed approaches. In fact,
to provide researchers to add their own proposed pro-
tocols (by writing them and implementing them into
the Mobi-Sim template), this template has tools that
generate empty modules in which the eventual pro-
tocol code should be integrated. Mobi-Sim is pro-
grammed using the Microsofts .NET framework. It is
developed in the language C#.Net providing a graph-
ical user interface (GUI) for users to interact with the
different tab of this application in online mode. This
GUI allows the deployment, the supervision, the con-
trol, the managing and the tracking of the different
sensor nodes automatically in the network based on
their ability in the network to communicate together.

3.2 Operating mode

The developed Mobi-sim operating mode includes the
node deployment, neighbor discovery, periodic data
exchange and energy consumption supervision. Node
deployment may be done manually by users if it is a
fixed node (static deployment) or randomly if it is mo-
bile node (random deployment). In a static deploy-
ment, the user can define for each fixed sensor node
its eventual neighbors and define its level in the net-
work topology as shown in Figure 2. Then, it should
start to exchange data with its neighbors according to
the defined protocol.

Figure 2: Static WSN deployment

If sensor nodes are mobile, they should be de-
ployed using a random deployment as shown in Fig-
ure 3. The mobile sensor should discover automat-
ically its neighbors with which it can communicate.
The node discovery algorithm is based on Hello mes-
sages. Each node is defined by its MAC address
(@MAC of the laptop implementing the node).
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Figure 3: Mobile WSN architecture

The implemented functionalities in Mobi-Sim are
shown in Figure 4.

Figure 4: Mobi-Sim operating mode

3.3 Energy Model

The basic entity of a network topology is the sen-
sor node. In Mobi-Sim, a laptop is represented as a
node. In this simulator, the power component serves
for power management. The consumed energy by a
sensor node is essentially due to the following oper-
ations: data capture, processing and communication.
The radio module is the component of the sensor node
which consumes the most energy (about 94%)because
it is responsible to ensure the communication between
the nodes [17-18]. There are four states in the ra-
dio components (transmitter and receiver): active, re-
ceive, transmit and sleep.

The amount of energy required for both sending
and receiving data from node j to another node, com-
puted as in [19], are given by:

ET x(j,k,d) = ET rans × j × k × dα (1)

ERx(j,k) = EReceive × j × k (2)

where ET rans is the energy dissipated to transmit k
bit along a distance d which separate the sensor node
j to another sensor node. While EReceive is the amount
of energy consumed by a sensor node to receive k-bits
message. α is the path loss exponent due to wireless
channel transmission [19-20]. In Mobi-Sim, these pa-
rameters are left to be set by users. Using this radio
model, the transmission cost and receiving cost for a
k-bit message with a distance d are: - Transmission:

ET x(k,d) = Eelec × k +Eamp × k × d2 (3)

- Receiving:
ERx(k,d) = Eelec × k (4)

where: Eelec is the radio electronics dissipation,
Eamp is the amplifier dissipation and d is the dis-
tance between transmitter and receiver. Mobi-Sim
implements two type of sensor nodes: MICAZ and
Telosb. A Simple Power component has been imple-
mented these four states. The power component re-
sponse to the control signal from networking compo-
nents. It can switch from one state to another de-
pending on its operating mode. In the proposed en-
ergy framework, the parameters modeling such as ini-
tial energy are defined as attributes by user. Fig-
ure 5 shows a description of the various modules in-
cluded in our framework. We implement the En-
ergySource and DeviceEnergyModel classes in this
framework to represent energy sources and device
energy models. Device energy model container de-
fines sensor nodes type (MICAZ or Telosb). Mobi-
Sim provide users to add other types and define their
attributes. In each node, device energy models con-
sume energy from the energy source. The energy
source give notice for device energy models when it
is completely drained. The proposed Mobi-Sim simu-
lator energy framework provides functions that allow
external simulation modules to send requests to the
node’s Device energy models. For example, a routing
protocol may demand information about the battery
level by querying the energy source on the node.

4 Mobi-Sim: Simulation & Evalua-
tion

In this paper, we add other hierarchical protocols into
our Mobi-Sim simulator: the LEACH mobile sink pro-
tocol and LEACH-M. In fact, hierarchical routing pro-
tocols have proved an efficient energy [21-26]. In
the Hierarchical protocols, sensor nodes are dynam-
ically organized into partitions called clusters. For
each cluster, a cluster head (CH) is elected. The clus-
ter heads have to collect and aggregate the data; thus
reducing exchanged data packets and saving energy
[27]. Instead of transmitting data directly towards
the sink through long distances, sensor nodes have to
transmit their data to the cluster to optimize energy
consumption [28]. The implemented protocol treats
the two aspects of mobility in a network: LEACH-M
includes mobile nodes when LEACH sink-mobile in-
clude mobile sink.

Thus, we simulated them according to the pre-
vious cited criteria in [4] to show our simulator ef-
ficiency face to other popular protocols. We have
also add another performance criterion which is sen-
sor nodes connectivity. Then, we present another ap-
proach for data routing in a mobile WSN based on
clustering that we simulate by Mobi-Sim.

4.1 LEACH-M Evaluation

LEACH-M is a protocol based on a dynamic network
partitioning into a set of clusters. The protocol imple-
mentation involves three operating phases: a phase
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Figure 5: Class diagram of the proposed Mobi-Sim energy framework

of announcement and clusters creation, a scheduling
phase and a transmission phase [28].

• Announcement phase and clusters creation: Dur-
ing this phase, the base station announces a new
round. The different nodes self-elect to be CHs
according to an election probability and a pre-
determined percentage of CHs selection in ad-
vance [5% to 15%]. This election can be de-
scribed as follows:
if n ∈ G :

P

1− P × (rmod
1
P ) (5)

Where P and r denote respectively the percent-
age of the nodes wanting to be CH and the cur-
rent round, G represents the set of nodes which
have not be CHs during the last 1

P iterations. n
is a random value generated by a node in the
range [0,1]. If n is less than a threshold T (n),
the node is CH candidate and then should in-
forms its neighbors about its election. Thus, an
announcement containing its identifier as CH
is broadcast via a CSMA/CA MAC protocol to
avoid probable collisions and interferences be-
tween the adjacent CHs. The nodes decide to
join the nearest CH. In case of equality, the
choice of belonging to a CH is made randomly.
This is done by sending a join packet by the sen-
sor node to the chosen CH, the latter sends an
acknowledgment message for confirmation.

• Scheduling phase: Once the clusters are formed,
each CH moves from a simple member node

(MN) to a coordinator for information transmis-
sion within its group. Based on the task schedul-
ing method, it implements the TDMA protocol
and assigns to each of its MNs a slot time dur-
ing which the node can communicate its infor-
mation. All of these time intervals constitute a
frame which duration differs depending on the
number of nodes in the cluster.

• Transmission phase: It is a phase for gathering
information. Based on the TDMA method for
accessing the MAC layer, the MNs communicate
their data to the corresponding CHs for a pre-
defined period of time. The collected data at
each CH are aggregated and then transmitted
directly to the base station. Outside the allowed
time for transmission, each node has the ability
to standby to save its resources. In this proto-
col, the data processing at each cluster is done
locally and each CH coordinate the exchanges
with the other MNs. The network has the ca-
pacity to self-reorganize during the CHs elec-
tion phase. Each node has the possibility to be
elected CH and inversely, each CH can become
a simple MN that can belong to a cluster. The
CH election is based on the residual energy. It
also performs data aggregation from MNs. Un-
like the MNs, the CHs are in permanent activ-
ity since they communicate either with all the
nodes belonging to their clusters or they ex-
change data with the base station.

The LEACH-M routing protocol make the following
assumptions:
- The network uses N homogeneous nodes deployed
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randomly and are able to communicate with The base
station in mono-hop.
- In each cluster, except for the initialization phase,
the new CH election is carried out by the CH of the
previous round according to its residual energy.

Initially, the base station broadcasts a message to
determine the number of clusters as well as the proba-
bilities ’P’ associated to the different nodes wishing to
become CHs. In LEACH-M, the initial number of CHs
corresponds to 10% of the nodes total number within
a network. Each node receiving a message from the
base station must rebroadcast it to its neighbors. It
must generate a random number nba that will be com-
pared to the probability P. If the probability P is less
than nba then the node is a CH candidate, otherwise it
waits new CH notifications from other CHs.

Once elected as CH, the node broadcasts its new
state to all its neighbors by sending an advertisement
message ’ADV’ containing its identifier ID. Other
nodes select their clusters based on their positions.
Each MN must inform and join a CH in their cover-
age. Based on the scheduling method, the protocol
implements the medium accessing method TDMA by
assigning for each MN a time slot for communication.
After having received, processed and transmitted its
data, each node can pass to the Idle mode in order to
optimize its energy. The different CHs perform data
aggregation, data fusion and then transmit it to the
base station. Then, they proceed, depending on the
residual energy of each node, to the new CHs elec-
tion. The old CHs inform the new CHs of their new
state and transmit them the list of identifiers of all
the MNs. In the following, we present and analyze
the simulation results and experiments obtained dur-
ing the implementation of this protocol on two simu-
lators: Mobi-Sim and TOSSIM.

Figure 6: Average consumed energy in the network
by LEACH-M

As illustrated in figure 6, the results of the LEACH-
M implementation show that the energy consumed by
sensor nodes is greater in Mobi-Sim than in TOSSIM.
The obtained result is due to sensors nodes mobility
which can change their positions over the time which
make their supervision a difficult task for TOSSIM. In
fact, unlike Mobi-Sim, TOSSIM cannot reproduce mo-
bility behaviors and then mobile sensor nodes (which
change their initial position) are not able to detect

and to send their data packets toward other sensors.
So, TOSSIM loses the control at the moving nodes.
These nodes will behave as disconnected nodes whose
neighbors could not receive their data packets which
will influence into the total rate of the energy con-
sumption in the network. In against, Mobi-Sim could
model and reproduce the behavior of mobile nodes
as well as could supervise the exchanged data pack-
ets between mobile sensors whatever their position
as long as they are in the sensing field. Since sen-
sor nodes are able to be supervised while moving
and they still able to communicate together, the ex-
changed data packets rate would be higher for Mobi-
Sim (see figure 7) as well as the connectivity rate i.e.
the number of active nodes (see figure8). Therefore, if
the exchanged data packets rate increases, energy con-
sumption will also be very important (because radio
communication module dissipates the major amount
of energy within a sensor node).

Figure 7: Exchanged messages number by LEACH-M

Figure 8: Connectivity rate by the LEACH-M in both
simulators: Mobi-Sim and TOSSIM

The next performance criterion is the lost packet
rate. The packets lost number is the difference be-
tween the number of the generated packets from sen-
sor nodes within a network and the number of the re-
ceived one at the sink. Figure 9 shows that the loss
data packets rate is higher in TOSSIM than Mobi-Sim.
This is mainly due to sensors mobility. In fact, when
leaving an area to enter in another, TOSSIM consider
this sensor node as died node which cannot deliver its
data packets to its neighbors.
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Figure 9: Loss packets rate by LEACH-M

Mobi-Sim presents better performances on the
popular LEACH-M protocol and can model well the
mobile sensor nodes behavior than TOSSIM in a mo-
bile WSN.

4.2 LEACH Sink-Mobile Evaluation

The LEACH sink-mobile communication architecture
consists to form clusters and to elect for each cluster
a cluster header as a gateway to the base station. CHs
are randomly elected (5% of the total nodes number)
based on a probability function according to a specific
election algorithm. Nodes member transmit their data
packets to their CH. Then, each CH receiving data ag-
gregates and transmits it to the BS directly or via other
CHs. For the topological model, the BS is mobile and
can move from an area to another one. LEACH Sink-
Mobile is based on the following points:
- Sensor nodes are fixed,
- More than one mobile base stations,
- Each elected CH, broadcasts a message to other
members in its cluster. MNs have to join this CH in
order to send it their collected data,
- If a sensor node fail to recover the new CH ID, it
waits this ID from the old CH after sending it its data,
- If the CH fails to find an itinerary to send data to the
BS, it tries to join another CH in another cluster. Oth-
erwise, it randomly selects a sensor node in the border
to ask for a path to the BS [27].

The simulated result in Figure 10 exposed the
considerable variation in the network lifetime for
the LEACH sink-mobile protocol on two simulators:
Mobi-Sim and TOSSIM. The energy consumption in
the WSN using Mobi-Sim is greater because mobile
sinks stay active as a whole and can be followed even
if they move. This was not the case in TOSSIM which
loses the control on mobile entities when they change
their position.

The main metric in a routing protocol is its ability
to find itineraries to the base station in order to de-
liver collected data from sensor nodes to it. On failure
sensor nodes try to resolve this problem by retrans-
mission. But, because TOSSIM don’t support the pres-
ence of mobile entities in the network, any moving
node will be considered as died node. For thus, sen-
sor nodes could not locate the sink and the sink could

not communicate with other nodes. So, this is why
the number of exchanged messages is less in TOSSIM
than Mobi-Sim as shown in figure 11.

Figure 10: Energy consumption by LEACH
sink-mobile

Figure 11: Exchanged packets number with LEACH
sink-mobile

Therefore, since the mobile sink is considered as
died node when changing its position, sensor nodes
try to find it by retransmission and then they are likely
to deplete their energy resource which may decrease
the connectivity rate over the time and increase data
loss packets. Inversely, Mobi-Sim supports the pres-
ence of mobile nodes and could follow it even if it is
moving. This is explained in Figure 12 which show
more connectivity rate respectively in Figure 13 which
show less loss data packets rate in Mobi-Sim than
TOSSIM.

Figure 12: Connectivity rate by LEACH sink-mobile
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Figure 13: Loss packets rate in LEACH sink-mobile

4.3 Proposed Approach Evaluation

The proposed hierarchical routing protocol is a pro-
tocol based on a dynamic partitioning of the network
into a set of clusters. Our goal is to ensure optimal
operation in the network by minimizing the energy
consumption and the delays when routing the infor-
mation. This protocol is dedicated to operate with
mobile sensors network and to support the frequent
topology change.

To implement the proposed routing protocol, we
make the following assumptions:

• The network uses N homogeneous nodes de-
ployed randomly.

• The base station is fixed.

• There are few fixed nodes as reference points
and a large number of mobile sensor nodes.

• In each cluster, the new CH election is carried
out by the reference points periodically accord-
ing to the energy for which the residual energy
of each node within the same cluster is max-
imum and to the mobility for which the CH
should have a low mobility rate.

This protocol implementation involves three
phases: Clusters formation, Cluster heads election
and data transmission.

• Cluster formation: During this phase, the refer-
ence points announce a new round to start the
organization process. The different reference
points broadcast an announcement to launch
the clustering process. According to their adja-
cency, sensor nodes are organized into clusters.

• CH election phase: Once the clusters are formed,
each reference point elects a coordination center
role for each group. In each group, the trans-
mission of information should be from mem-
ber nodes toward the CH. This CH is elected
based on energy criteria i.e if it has the maxi-
mum amount of energy and based on mobility
if it has a low mobility rate compared to other
members within a cluster.

• Transmission phase: The CH collects and aggre-
gates data in order to transmit it to its corre-
sponding anchor. Then, the anchor transmits its
data packets directly to the sink or via other an-
chors. In this protocol, data processing in each
cluster is done locally and the role of each CH
is to coordinate the exchanges with other mem-
bers. Each node has the possibility to be elected
as CH and inversely, each CH can become a sim-
ple member that can belong to a cluster.

The operating mode of a sensor node in our proposed
routing protocol is shown in Figure 14.

Figure 14: proposed routing protocol
implementation

The proposed approach is the third protocol which
is simulated in both Mobi-Sim and TOSSIM simu-
lators. Like the previous results, Figure 15 show
that the number of the exchanged packets is higher
in Mobi-Sim than TOSSIM because unlike TOSSIM
it can model and reproduce the behavior of mobile
nodes.

Figure 15: Exchanged packets number of the
proposed approach

Figure 16 shows the average of consumed energy in
the network over time. Since the number of ex-
changed packets in Mobi-Sim is greater than TOSSIM,
the consumed energy is also higher for this simulator.
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Figure 16: Energy consumption of the proposed
approach

Like other protocols, TOSSIM cannot follow mo-
bile nodes running a routing method dedicated for
mobile WSN. In fact, the obtained results in Figure 17
show that the loss packets rate is greater in TOSSIM
than Mobi-Sim. As TOSSIM loses the control on mo-
bile nodes, the number of non-receiving nodes is in-
creased. Then, the lost packets rate is increased in
TOSSIM than Mobi-Sim.

Figure 17: Loss packets rate of the proposed
approach

The same for connectivity rate, Mobi-Sim supports
the presence of mobile nodes and could track it even
if it change its initial position. Thus, Figure 17 shows
more connectivity rate in Mobi-Sim than TOSSIM.
This justifies the previous results.

Therefore, to evaluate the performance of our pro-
posed approach based on clustering, we simulate it
and LEACH-M together on Mobi-Sim. Figure 19
shows the global energy consumption by sensor nodes
within a mobile WSN with respect to different rounds.
The obtained results show that LEACH-M do not pro-
vide an efficient energy consumption. The reasons
behind this is that LEACH-M is a centralized proto-
col in which the base station is responsible for clus-
ters formation, CH election and sensor nodes orga-
nization. However, our proposed protocol is dis-
tributed i.e. sensors nodes communicate together to
perform sensors organization and clusters formation.

Therefore, our approach which is multi-hop routing
method, LEACH-M is a mono-hop protocol and CHs
should communicate their data packets via long dis-
tances. So, it is evident from Figure 19 that there is a
significant difference in the energy consumption be-
tween LEACH-M and our proposed protocol in the
network, which directly impacts on the performance
of the network or network lifetime.

Figure 18: Connectivity rate of the proposed
approach

Figure 19: Sensors nodes energy consumption of our
proposed protocol compared to LEACH-M

Figure 20 shows the loss packets rate. The obtained
results show that the proposed protocol outperforms
LEACH-M in terms of data delivery ratio. This is
mainly due to the efficient CH election method which
is based on the combination of two criteria: remain-
ing energy and low mobility. In fact, sensor node
with low mobility rate and maximal amount of en-
ergy in its battery is elected as CH. But, LEACH-M is
elected initially basing on the remaining energy and
on a generated random number compared to a prob-
ability threshold. So, data packets in our approach
are more likely to achieve the base station than in
LEACH-M.
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Figure 20: Loss packets rate of the proposed
approach compared to LEACH-M

Figure 21 shows the connectivity rate between sen-
sor nodes over time. The obtained results show that
the number of active nodes over time is higher in our
proposed approach than LEACH-M. This is behind
many reasons: First, LEACH-M is based on negotia-
tion i.e. when the CH fails to recover sent data by
a sensor node in its time slot, it sends a request for
two data frames then it considers it as mobile node.
So, an extra traffic will be added which give chance
for energy depletion which may quicker disable sen-
sor nodes. But, in the proposed approach, the elected
CH broadcasts an announcement message to inform
neighbors by its state and then waits for joining mes-
sage and data packets. Second, CH in the proposed
protocol is elected if it has a low mobility. This offers
a more efficient method.

Figure 21: Connectivity rate of the proposed
approach compared to LEACH-M

By all the performed simulations discussed
above, the proposed simulator Mobi-Sim outperforms
TOSSIM to support and to well reproduce the mo-
bile sensor nodes behavior. Therefore, it efficiently
model the loss data packets, the connectivity, the en-
ergy consumption and the exchanged data packets in
real time. This simulator has also shown its efficiency
when we implemented in previous work the flood-
ing protocol as well two other popular routing proto-
cols: LEACH-M and LEACH sink-mobile. Therefore,
the proposed routing protocol based on clustering has
demonstrated its performance compared to LEACH-
M in terms of network lifetime, energy consumption,
loss packets rate and sensor nodes connectivity.

5 Conclusion

The main objective of this paper is to provide a new
simulation framework that can implement different
WSN routing protocols to deliver the most accurate
result. We adopt a model for mobile WSN that is
able to reproduce mobile sensors behavior by imple-
menting this sensor on a laptop. It is offered to re-
searchers to evaluate the performance of their pro-
posed approach before any implementation in a real
system. We tested our model on two different popu-
lar routing protocols for better understanding. Sim-
ulation results have demonstrated that Mobi-Sim is
suitable for mobile WSN and is open to add new ap-
proaches. Therefore, we proposed and simulated on
Mobi-Sim a new routing protocol based on cluster-
ing. This proposition has demonstrated its efficiency
in term of energy consumption and connectivity be-
tween sensor node as well as it demonstrated its ro-
bustness against loss packets.

Programming model is a huge step to deploy more
applications in WSNs domain. There are currently
many research works that addresses several parame-
ters related to the sensors, such as: their positioning,
energy, processing and data routing. We plan also to
propose a routing protocol that supports nodes mo-
bility and providing theirs localizations.
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